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Abstract. To improve drum performance, it is important to consider the volume 
balance of the bass drum, snare drum, and hi-hat. However, it is difficult for 
players to evaluate the balance of each volume of these instruments while 
playing. In addition, while it is possible to self-diagnose by recording drum 
performances, it is not always efficient to re-record and re-play drum 
performances based on the correction points. Therefore, we developed a system 
that uses semi-supervised non-negative matrix factorization (SSNMF) to separate 
a player’s drum performance, recorded with a unidirectional microphone 
installed in front of the drum kit, into the bass drum, snare drum, and hi-hat sound 
sources in real-time, and estimates each volume at the time of beating. In 
addition, the system also visualizes their volume balance and enables the player 
to control the power of beating. We experimented using this system for actual 
drum performance and clarified its usefulness and points for improvement based 
on the feedback obtained from the experiment participants. 
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1 Introduction 

Drums express rhythm by playing multiple instruments simultaneously. Therefore, to 
improve one’s drumming, in addition to rhythmic accuracy and timbre, it is important 
to consider the volume balance of the three main instruments: bass drum (BD), snare 
drum (SD), and hi-hat (HI) (see Fig. 1). 

In basic rhythms such as 8-beat and 16-beat, the ideal volume balance for drum 
performance is generally to play the bass drum, snare drum, and hi-hat in the order of 
decreasing volume (BD > SD > HI) as perceived by the audience (exceptions are 
depending on the song and genre). The reason for this is that if the volume of the hi-hat 
is louder than the other instruments, it may sound like a performance with no intonation, 
and if the volume of the bass drum is very soft, it may sound like a performance with 
no stability. Therefore, drummers want to master the ideal volume balance. 

When practicing the volume balance of drum performance, drummers who attend 
drum schools can have their performances listened to objectively by lecture. Still, 
drummers who practice by themselves, which is a large proportion, cannot listen to 
their performance objectively, making it difficult to understand the volume balance of 
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their drum performance. Thus, there is a gap of perceived volume balance between a 
drummer and audiences because audiences listen to drum play a little bit far from the 
drum (see Fig. 2). Moreover, drummers can check the volume balance independently 
by recording their performance and checking it, but this method is time-consuming and 
labor-intensive. In contrast, by practicing with MIDI (electronic) drums, one can check 
the velocity, which is a numerical value that indicates the intensity of the sound, but 
this method is not suitable for learning the volume balance because the sensation of 
beating electronic drums is very different from that of acoustic drums. 
 In this study, we focused on the problem that drummers do not know the volume 
balance perceived by the audience during the performance when practicing basic 
rhythms on acoustic drums. It takes time and effort to check the volume balance. The 
goal of this research is to develop a system that enables drummers to quickly and 
efficiently learn the ideal volume balance independently. Therefore,  we propose a 
system that estimates the volume balance of a drum performance by using a 
unidirectional microphone placed in front of the drum kit with a sound source 
separation method. In addition, the system visualizes the estimated volume balance in 
real-time and feeds it back to the drummer (see Fig. 1). We believe our system helps 
drummers learn the ideal volume balance, as they can learn it quickly by playing while 
checking the volume balance perceived by the audience. 

The contribution of this paper is to focus on the problem of balance in drum practice 
and to realize a method for estimating volume balance using source separation and 
visualizing it in real-time. 

 

 
Fig. 1.  Assumed system environment. 

 

Fig. 2.  The volume balance of drum performance in each positon. 
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2 Related Research 

2.1 Support for Practicing Musical Instruments 

There have been many studies on support for practicing musical instruments. Smoliar 
et al. [1] proposed a system that visualizes key strength, tempo, articulations such as 
staccato and legato, and timing consistency between the right and left hands based on 
MIDI data of piano performance. Rogers et al. [2] proposed a system that projects a 
piano roll on a physical keyboard by projection mapping to present the key position. 
Beici et al. [3] proposed a system that detects and visualizes the piano player’s sustain 
pedal movement. In addition, Marky et al. [4] proposed a system that provides visual 
guidance via LEDs attached to a fretboard to help guitar players learn chords, scales, 
and melodies. Doi et al. [5] proposed a system that uses projection mapping to present 
information on the strings and body of a koto (a Japanese string instrument), such as 
picking position, picking direction, and symbols representing playing techniques.  
 As shown in these studies, visualization of performance information is used in 
various methods to support instrument practice.  Since visualization of performance 
information makes it possible to practice musical instruments while recognizing one’s 
own performance and the performance of one’s target, we adopted the method of 
visualizing the volume balance of drum performance in this study. 
 As in this study, there have been various studies on assisting the practice of 
drumming. Ikenoue et al. [6] proposed a system that corrects the control of drumsticks 
by using a small delayed auditory feedback, and experiments showed that the use of the 
system could correct playing movements that use the extensor muscles. Holland et al. 
[7] proposed a haptic bracelet (haptic drum kit) to support the learning of complex drum 
patterns by presenting vibrations to the drummer from a device worn on both hands and 
feet. Imada et al. [8] proposed a drum practice support system that utilizes Kinect-based 
performance motion detection. In a study similar to our own, Iwami et al. [9] proposed 
a method to visualize and present the variation of sound intensity and tempo of MIDI 
(electronic) drum performance to users during a performance.  
 However, these studies have focused on supporting the rhythm and movement of 
drumming, and few have considered the volume balance of acoustic drums. 

2.2 Sound Source Separation Technology 

In this study, we use sound source separation to estimate the volume balance of a drum 
performance in real-time. Source separation is a technique to separate and recognize 
each sound source from an acoustic signal that contains multiple sound sources. A 
variety of sound separation methods have been proposed depending on the purpose and 
conditions. Examples include Universal Sound Separation [10], which separates 
specific sounds such as animal cries and door creaks to help users distinguish multiple 
sounds with machines, and Harmonic/Percussive Sound Separation (HPSS) [11], which 
separates harmonic and percussive sounds of a sound source without using prior 
knowledge of specific instruments. In addition, an example of the application of sound 
source separation technology to music is the use of Deep Neural Networks (DNN) [12] 
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to extract vocals from a song [13] and separate them by parts of the song (vocal, bass, 
drums, etc.) [14]. 
 For sound source separation of drum performances, various methods have utilized 
Non-negative Matrix Factorization (NMF) [15, 16] and Convolutional Non-negative 
Matrix Factor Deconvolution (NMFD) [17]. These methods are based on an algorithm 
for separating sources by decomposing the amplitude spectrum of the source to be 
separated, which is a single channel (monaural signal), into basis spectra representing 
the frequency components and activation matrices representing the temporal 
information corresponding to the individual basis spectra. NMF aims to decompose the 
magnitude spectrogram of a drum signal into a set of basis spectra corresponding to 
drum instruments and a set of the corresponding temporal activations. NMFD is a 
convolutional extension of NMF that uses a set of basis spectrograms for approximating 
the input mixture spectrogram in a patchwork manner. The main application of such 
sound source separation for drum performance is automatic music notation, which is 
the automatic generation of music scores from acoustic signals using a computer, and 
research to improve the accuracy of music notation is being actively conducted [18-
22].  

In the studies above, sound source separation for drums was mainly used for 
automatic music notation and not for estimating the volume balance during drum 
performance. In the current study, we utilize NMF, which is expected to provide highly 
accurate separation, as a method for source separation because the basis of the drum 
instruments to be played can be registered in advance.  

 

3 Proposed Method 

3.1 Calculation Procedure  

In this study, we aim to estimate the volume balance of drums. Therefore, a drum 
performance input by a unidirectional microphone is separated into the sounds of each 
instrument, and the volume of each is estimated. We use the RMS value, which is an 
index of the sound pressure perceived by a person, calculated from the amplitude of the 
acoustic signal to calculate the volume. The calculation procedure is as follows.  
 
1. Recognize a drum performance from a unidirectional microphone (see Fig. 3). 
2. Separate the sound sources of the drum performance into a hi-hat, snare drum, and 

bass drum only for each second of the last musical bar (4/4 beat) (see Fig. 4). 
3. Detect the onset timing of each separated sound source [23] (see Fig. 5). 
4. Calculate the peak (maximum amplitude) from the frames of  𝑡1 seconds before 

and after the detected onset, and adopt the peak that exceeds the threshold 𝑇 as the 
correct striking timing of each instrument (see Fig. 6). 

5. Calculate the RMS value from the 𝑡2 -second frames around each peak, and 
calculate the average value. 
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6. Multiply the average RMS values calculated in (5) by the correction values (𝜔_𝐻𝐼, 
𝜔_𝑆𝐷, and 𝜔_𝐵𝐷) to obtain the volume balance that a person feels when listening 
to a drum performance, and calculate the volume of each instrument. 

7. Determine the volume balance as the ratio of the volume of each instrument (6). 
 
Since we felt it would take a certain amount of time for a person to judge the volume 

balance after listening to a drum performance, we performed the calculation for every 
frame of the last measure (4/4 beat) in seconds (2). While the peak is a numerical value 
that indicates the instantaneous loudness of a sound, the RMS value, which is calculated 
by averaging the energy of a sound, is an index that takes into account a person’s 
perception of sound pressure, so we adopted the RMS value as the volume of each 
instrument (5). The RMS values were not converted into dB units but were used directly 
in the calculations. The reason for multiplying the RMS value by a correction value is 
that there is a difference between the volume balance estimated from the RMS value of 
the pronunciation timing of each instrument detected and the volume balance felt by a 
person when listening to a drum performance, and it is necessary to tune it (6).  

 

 

 
 

Fig. 3. Waveform of  a drum 
performance input from a microphone.  

Fig. 4  Waveform after sound source 
separation. 

 

 
 

Fig. 5. Detected onsets. 
 

Fig. 6.  Timing when the amplitude 
exceeds the threshold. 
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3.2 Source Separation Used for Volume Balance Estimation 

In this study, SSNMF [24], a source-separation method that can fix the basis spectrum 
(a matrix representing the frequency components) of the sources separated by NMF, 
was utilized for volume balance estimation of drum performances. These are algorithms 
that decompose one non-negative matrix into two non-negative matrices. These 
methods perform source separation by utilizing the amplitude spectrogram obtained 
from the speech data, which can be regarded as a non-negative matrix and represented 
as a product of a basis matrix representing the frequency components and an activation 
matrix representing the temporal information. In addition, SSNMF is used to deal with 
the Eigen-differences of the instruments, such as tone and resonance. Utilizing SSNMF 
enables us to fix the basis in advance, implement the basis created from the recorded 
sound of the drum instrument used in the system, and deal with the intrinsic difference 
of the instrument. 

The following is a detailed step-by-step description of the method of sound source 
separation adopted in this study. First, to create the basis for NMF, single notes of the 
hi-hat, snare drum, and bass drum need to be recorded without clipping (when the input 
of the recording is too large, the peak of the signal waveform is saturated and collapses 
at a certain level). The recoded data for each instrument must then be cut out, 
normalized, and registered in the program. The program then performs a short-time 
Fourier transform on the recorded data of each instrument and applies NMF to the 
obtained amplitude spectrogram to get the basis matrix. Then, the sound source of the 
drum performance recorded from the microphone is subjected to a short-time Fourier 
transform in real-time, and SSNMF is applied to the obtained amplitude spectrogram 
with the previously obtained basis of each registered instrument. 

In this way, the sound source of the drum performance can be represented in the 
basis matrix of only the hi-hat, snare drum, and bass drum, and the activation matrix 
and the sound source separated for each instrument can be obtained by multiplying the 
basis and the activation matrices of each instrument and then performing the inverse 
Fourier transform. Then, the sound source of the drum performance recorded from the 
microphone is subjected to a short-time Fourier transform in real-time, and SSNMF is 
applied to the obtained amplitude spectrogram with the previously obtained basis of 
each registered instrument. 

4 Proposed System 

As stated earlier, the purpose of this study is to help drummers learn the ideal volume 
balance quickly and efficiently by themselves. Therefore, we developed a system that 
inputs drum performances from a unidirectional microphone installed in front of the 
drum kit, extracts only the bass drum, snare drum, and hi-hat by sound source 
separation, and estimates the volume of each instrument to visualize and present the 
volume balance of the drum performance to the drummer in real-time. Our assumed 
usage environment is shown in Fig. 1. A microphone is placed in front of the drum kit, 
and a PC is placed where the drummer can check the screen while playing. The 
microphone and PC are connected via an audio interface. The system runs on the PC, 
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estimates the volume balance of the drum performance in real-time, and visualizes the 
results. 

4.1 Implementation 

The system was operated on a PC and implemented using Python for the acoustic 
processing part and Processing for the visualization part. The system visualizes the 
information shown in Fig. 7. The red, green, and blue bars in the volume balance 
visualization zone represent the hi-hat, snare drum, and bass drum volume, 
respectively, estimated in real-time from the drum performance input from the 
microphone. The volume balance (ratio of each instrument) that the user aims for is set 
by operating the target volume balance setting bar (right side of the figure). The value 
of the target volume balance reference bar in the volume balance visualization zone 
also changes in conjunction with the value of the ratio of each instrument set in the 
target volume balance setting bar. In addition, the tempo (BPM) setting knob (lower 
right of the figure) allows the user to adjust the tempo when practicing. 

To calculate the volume balance estimation described in Section 3.1, we set 𝑡1	 =
	0.15 and 𝑇	 = 	0.8 so as to recognize the correct striking timing of each instrument. 
Since the time constant of the Fast characteristic (JIS C 1509-1[25]) in the measurement 
of noise in the sound level meter is 125 ms, we set 𝑡2 = 0.125. The correction values, 
𝜔_𝐻𝐼, 𝜔_𝑆𝐷, and 𝜔_𝐵𝐷, were set subjectively in this study in order to bring the volume 
balance calculated by the RMS values closer to the volume balance perceived by a 
person when listening to a drum performance. Specifically, we set 𝜔_𝐻𝐼	 = 	5 , 
𝜔_𝑆𝐷	 = 	1, and 𝜔_𝐵𝐷	 = 	0.8 (5 times for hi-hat and 0.8 times for bass drum), as the 
waveform of the hi-hat was quite small, and the input waveform of the bass drum was 
rather large due to recording via the audio interface. 

4.2 Usage 

The procedure for using the system is described below. First, a user sets up a 
unidirectional microphone in front of the drum kit and places the PC’s position to check 
the display easily (see Fig. 1). Next, the user starts the system on the PC and sets the 
volume balance of the drum performance (hi-hat, snare drum, bass drum) and the tempo 
of the performance. Next, the user starts drumming and plays while watching the 
system screen (see Fig. 7), where the visualization of the volume balance is updated 
every second for one musical bar in 4/4 beat (this will vary depending on the tempo 
that is set, which is 4 seconds for BPM 60). The reason for this frequency of updates is 
because we thought it would take some time for people to judge the volume balance 
after listening to a drum performance. In Fig. 7, the red bar indicating the volume of 
the hi-hat is higher than the target volume balance setting bar, indicating that the volume 
of the hi-hat is higher than the target volume balance set by the user. Therefore, by 
modifying the performance to hit the hi-hat volume of the drum performance at a lower 
level, it is possible to play the drums at a volume balance close to the intended target. 
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Fig. 7.  Screenshot of our system. 

5 Experiment 

To investigate whether drummers can quickly and efficiently learn the ideal volume 
balance using the proposed system, and to obtain feedback on its usage, we conducted 
an experiment in which participants played acoustic drums while using the system (see 
Fig. 8). The experiment participants were four males in their 20s who had been playing 
the drums for more than five years and wanted to improve their volume balance.  

In preparation for the experiment, we set up the system and equipment (PC, 
microphone, and audio interface) and created the basis for each drum instrument (HI, 
SD, and BD) to be used for sound source separation. In creating the basis, we instructed 
the participants to record one note for each instrument struck at a normal volume (left 
to the discretion of the participants). Then, we completed the preparation of the basis 
by performing onset trimming, normalization, and NMF of the recorded sound source 
of each instrument and registering the basis to the program. 

After the preparation was completed, we instructed the usage of the prototype system 
and the experiment. Then, we asked participants to set a goal for the volume balance 
and to play the music with a backing 8-beat rhythm. The backing 8-beat rhythm is based 
on eighth notes and can be played without the timing of the notes of each instrument 
overlapping (see Fig. 9). Since we wanted to investigate the system’s usefulness rather 
than its accuracy, we limited our experiments to the backing 8-beat, which we judged 
to be easy to separate from the sound source. After that, we asked the participants to set 
a target volume balance using the system and to try their drum performance closer to 
the target volume balance while watching the visualization of the volume balance 
presented by the system. 

During the experiment, we made recordings. When the participants judged that they 
were able to play at the target volume balance, we asked them to stop using the system 
and then listen to the recording to judge whether they could play at the target volume 
balance. After completion of the task, we administered a questionnaire to the 
participants and interviewed them. The specific questions are shown in Table 1. 
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Table 1. Questionnaire items. 

 Question Answer method 
Q1 How satisfied were you with the system? 5-pt evaluation (–2 to +2) 
Q2 Would you want to use the system in the future? 5-pt evaluation (–2 to +2) 
Q3 Were you able to perform at the set volume balance? 5-pt evaluation (–2 to +2) 
Q4 What are your thoughts on using the system? Free answer 

6 Results and Discussions 

The average evaluation values were 0.75 for Q1 “How satisfied were you with the 
system?”, 1 for Q2 “Would you want to use the system in the future?”, and 1.25 for Q3 
“Were you able to perform at the set volume balance?”.  The average of the evaluation 
values from Q1 to Q3 were all positive, indicating that the participants’ impression of 
the system was not bad. 
 Table  2 and Table 3 list the responses to Q4 “Thoughts on using the system.” Table 
2 shows favorable opinions, and Table 3 shows comments for improvement. An overall 
favorable opinion of the system was obtained in Q4, suggesting that the proposed 
method can support the acquisition of volume balance in drum performance. However, 
as indicated by the feedback we received in Q4, several points about the system need 
to be improved. We will discuss them as follows. 

The current system switches the visualization of the estimated volume balance every 
time it finishes the calculation for about one measure of drum performance, which 
means its real-time performance is lost to an extent. In addition, since the volume 
balance of the drum performance is displayed as a percentage of the overall volume, 
users had difficulty understanding the visualization. Therefore, in the future, we will 
consider a line graph type visualization method that allows the user to check how the 
volume of each instrument has been changing. It also became clear that the accuracy of 
the volume balance estimation was not sufficient. This was because the tuning of the 
volume balance of the drum performance, which was estimated based on the average 
of the RMS values of each instrument calculated by the sound source separation, and 
the volume balance of the drum performance judged by a person listening to the drum 
performance, was done based on the subjective judgment of the first author. Therefore, 
in the future, we plan to conduct experiments in which we ask people to judge the 
volume balance after listening to drum performances with various volume balances, 

 
Fig. 8.  Scene of the experiment. 

 
Fig. 9.  Sheet music for backing 8-beat. 
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and to review the method of estimating the volume balance perceived by the audience. 
In addition, the first author recorded, cut out, normalized, and registered the basis of 
each instrument used in the sound source separation into the program before using the 
system. Still, we believe the system can be made more efficient by incorporating these 
tasks into the system itself.  

 
Table 2. Favorable opinions about the system from responses to Q4. 

Classification Answer  
Volume 
balance 

estimation 
accuracy 

I thought it was great that the volume of the performance was reflected in the results. 
I deliberately played louder or softer, and it was reflected in the results. 

I intentionally changed the volume balance, and the result was reflected immediately. 

Impressions 

I was able to analyze my performance objectively, which was helpful. 
I was able to check my volume balance with concrete figures and graphs. 

It was good to be able to check my volume balance with objective numbers. 

It was good to know that an instrument was relatively loud or quiet. 
It was good practice to be aware of the volume balance while paying attention to the 
tempo. 
I thought it was important to be aware of the volume balance. 

 
Table 3.  Opinions about improvements to the system from responses to Q4. 

Classification Answer  

Volume 
balance 

estimation 
accuracy 

When I hit the snare hard, I felt it was not reflected in the result. 
I felt that the bass drum was perceived as louder than it was. 
The results were roughly linked to my performance, but I felt they were not linked 
when I made detailed changes. 
There were times when the display went to 0% while I was playing. 
There were times when the displayed results of SD and BD were confusing. 
I felt that the results were affected by the tone. 
I felt that the accuracy of the results decreased when the tempo was made faster. 

How to 
visualize 
volume 
balance 

I want to check the volume of each instrument, not the percentage. 
It was difficult to see when the results of the previous performance were displayed, so 
I would like the timing to switch to the beginning of a measure. 
When the results of a performance from a few seconds ago are fed back, they may 
differ from the current performance results, so I would like a more real-time feel. 

UI 
I would like to be able to freely input the ratio of the target volume balance setting. 
The value of the BPM change knob could not be set smoothly when using the mouse, 
so it would be better if it could be controlled with the arrow keys. 

General 
impressions 

It was difficult to adjust the performance volume while being aware of the 
metronome’s tempo and watching the visualization. 
If you are not familiar with the system, it would be difficult to understand how much 
of a change in performance would be reflected in the volume balance display. 
Since I often play Japanese rock music, I would like to use the system more if it 
could support open hi-hat and fast tunes. 
I want to use it while playing in a band (with other instruments). 
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7 Conclusion 

In this study, we focused on the problem that when practicing basic rhythms on acoustic 
drums, drummers do not know the volume balance perceived by the audience during 
the performance, and that it takes time and effort to check the volume balance. We 
proposed and implemented a system that separates drum performances recorded with 
unidirectional microphones installed in front of the drum kit into bass drum, snare 
drum, and hi-hat sound sources in real-time, which estimates the volume at the time of 
striking, and presents the results to the user in a visual form. We then conducted an 
experiment to obtain feedback from drummers who used the system. 

The results showed that the proposed system has the potential to help drummers learn 
the target volume balance quickly and efficiently. There are also many areas for 
improvement regarding the method of visualizing the volume balance and the accuracy 
of the volume balance estimation. In future work, we will improve the system based on 
the feedback obtained from this experiment. 
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