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Abstract. Speaker estimation in a manga is one of the components that needs to 

be recognized in conducting research using manga. To identify the speaker of a 

text line in a manga, a dataset of who speaks the lines is needed. In order to con-

struct such a dataset easily, we proposed a method to annotate who speaks a text 

line based on characteristics of information design and the human factor. Then, 

we developed a prototype system and constructed a dataset that mapped between 

text lines and speakers in the Manga109 dataset and distributed the dataset on the 

Web. In addition, we analyzed the dataset and showed that the perfect match rate 

was about 80% when there were five annotators. It was also found that variation 

in annotation occurred even with human judgment and that this was partly due to 

lines requiring reference to other frames. We also found that it was difficult for 

annotators to map speakers in scenes involving science fiction and battles by cal-

culating the Evaluation Consistency Indicators. 
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1 Introduction 

According to the Japanese E-book Business Research Report 2020 [1], the market size 

of the e-book is increasing yearly, and the market share of comics is more than 80% in 

Japan. In addition, sales of e-comics surpassed sales of print comics in 2017. As of 

2021, the market size of e-comics has been expanding due to COVID-19 and other 

factors, and enjoying manga as e-comics is becoming more common. With the spread 

of e-comics, there will be more and more ways to use and enjoy digital comics. 
Research on processing and systems that take advantage of the fact that e-comics are 

available on digital terminals is also increasing. Mantra [2] performs automatic contex-
tual translation based on image and text information of comics. Other studies have also 
taken into account the content of comics, such as comic searches [3], recommendations, 
and spoiler prevention [4]. For these studies, it is necessary to recognize the various 
elements of comics accurately (e.g., the area of comic frames, the area of lines, the con-
tent of lines, onomatopoeia and mimetic words, name and face of a character, facial 
expressions, the speaker of the lines, and relationships between characters). 

To promote such research and development, datasets annotated by many people are 
essential, and one of these is the Manga109 dataset [5][6], which contains 109 comics 
drawn by professional cartoonists, with annotations. Other examples include the 
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eBDtheque dataset by Guérin et al. [7], the COMICS dataset by Iyyer et al. [8], and the 
four-frame manga dataset for the understanding story by Ueno [9]. As described above, 
many datasets on comics are available to the public and are used for various research 
purposes.  

One of the issues in translating comics and performing content-based searches and 
recommendations with high accuracy is recognizing who speaks a line clearly. To in-
crease the accuracy of the recognition system, it is very important to prepare a large 
dataset of who speaks the lines (hereafter, we call this “speaker-line dataset”). However, 
there are not enough speaker-line datasets, and it is not easy to construct such a dataset. 

In this study, we propose and develop a system to construct a speaker-line dataset 
easily by dragging a text line and dropping it into a face area of a character. Then, we 
use our system for the Manga109 dataset and construct a speaker-line dataset. We also 
analyze the dataset based on multiple indices to clarify fluctuations in human evaluation 
and situations in which judging a speaker is difficult in the annotation. 

The contributions of this paper are as follows: 

• This paper proposes and develops a new annotation system to generate a speaker-

line dataset. 

• This paper constructs a speaker-line dataset with at least four annotators annotating 

each comic in the Manga109 dataset and distributes the dataset. 

• This paper clarifies the difficulties of generating a speaker-line dataset. 

2 Related Work 

There are various studies on techniques to recognize the elements that compose comics. 

Nguyen et al. [10] reexamined the definition of frames in comics and proposed a 

method for extracting them. Wang et al. [11] proposed to extract frames in comics and 

achieved high performance, accuracy, and no margins. Dubray et al. [12] automatically 

detected candidate speech balloons and segmentation using machine learning and 

achieved an F1 score of more than 0.94. Chu et al. [13] proposed a method for character 

face recognition, and Tolle et al. [14] proposed a method for line recognition with high 

accuracy. These studies used comic images and text information for recognition, and it 

can be said that simpler and more accurate methods are being established. A dataset 

that will provide the correct understanding of comics is needed to promote such re-

search further. This study contributes to such research. 

As a technique to promote the research and development of comics, Chen et al. [15] 

proposed an algorithm for understanding multilingual four-scene comics. Park et al. 

[16] analyzed the characteristics of characters to realize a comic retrieval system using 

the characters in comics. Such research is necessary for developing a system that con-

siders the content of comics, and one of the techniques for understanding manga is 

judging the speaker. Rigaud et al. [17] proposed a method for speaker estimation based 

on the distance from the tail of a speech balloon. To establish a methodology, these 

studies need to analyze the relationship between lines and speakers in comics. This 
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study analyzes the relationship between lines and speakers in comics to clarify comic 

characteristics for highly accurate speaker estimation. 

3 A Method to a Construct Speaker-Line Dataset 

Constructing a speaker-line dataset is not easy because there are many speakers and a 

huge number of text lines in a comic. For example, in the Manga109 dataset, the total 

number of text lines is 147,387 in 109 comics, the average number of speakers is 31.7, 

and the maximum number of speakers in a comic is 124. We propose a new method to 

construct the speaker-line dataset easily and quickly. 

In comics, a speech balloon and its text line are often settled near the associated 
speaker because of the aspect of information design. Rigaud et al. [17] used this aspect 
to associate a speech balloon and its speaker automatically. Here, Fitts’s law [18] and its 
extension to 2D [19] showed that in the action of a user pointing to a certain location, a 
user could point to a large target with a short distance more quickly and accurately com-
pared with a smaller target with a long distance. Therefore, we can say that mapping 
between a text line and a speaker for a certain degree of fast and accuracy is suitable for 
mouse operation. 

Considering these characteristics, we propose a method that enables users to map 
between a text line and a speaker by dragging a text line area and dropping it onto the 
face area of the speaker. We also developed our system using JavaScript, PHP, and 
MySQL. 

Figs 1, 2, 3, and 4 show our prototype system. In Fig. 1, the annotator is dragging the 
text line to the face area of the speaker. When the annotator drops the text line onto this 
face area, The system registers this text line’s speaker is this character to the dataset. Our 
system also considers that the speaker of the line does not appear on the same page when 
assigning annotations, and the user can select the speaker from the speaker list if neces-
sary (see Fig. 2). The annotator selects “unknown” from the speaker list if the speaker is 
unknown (Shown in Fig. 2 by the “?” mark). A line that is not considered to be spoken 
by the speaker, such as explanations of situations and annotations, is assigned as “narra-
tion” (Shown in Fig. 2 by the “microphone” mark). In addition, considering the case 
where the speaker of the previous page can be identified by reading through the comic, 
annotation can be assigned while keeping track of the comic through the page-by-page 
management interface (see Fig. 3). Also, since the dataset construction covers a vast 
amount of content (109 books), a UI (User Interface) for selecting annotation targets is 
also provided (see Fig. 4). 

 

Fig. 1. An annotator can associate a text line with a speaker by dragging a text line area and 

dropping it onto a face area of speaker. When the annotator starts dragging a text line on the 

comic, the system shows all the drop targets reference to the face area or body area of speakers. 

In addition, when the annotator moves the mouse cursor to the drop target, the system changes 

the color of the drop target and shows the speaker’s name. 
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Fig. 2. An annotator can also select a speaker from a speaker list in the comic. This function is 

useful when the speaker of a text line does not exist on the same page. 

 

Fig. 3. The system shows the page progress by changing its color. 

 

Fig. 4. Annotation target selection user interface. 
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4 Speaker-Line Dataset for Manga 109 

We constructed the speaker-line dataset using our system based on the Manga109 da-

taset. The constructed dataset is available on the webpage¹ of Satoshi Nakamura’s la-

boratory. 
Fifty-six annotators contributed to the construction of the dataset. The total number 

of speaker-line pairs assigned by these 56 annotators was 749,856, and considering that 
the total number of lines in all comics in Manga109 is 147,918, there were, on average, 
about five annotators for each line. Furthermore, each comic was annotated by at least 
four annotators. 

Fig. 5 shows the number of annotations by each annotator. In this figure, the hori-
zontal axis indicates the ID of the annotator who performed the annotation (sorted in 
descending order by the number of annotations). The vertical axis shows the number of 
annotations by that annotator. 

The results show that the two annotators annotated nearly 150,000 lines each. The 
total number of lines in the target comics is 147,918, indicating that the annotators an-
notated almost all the lines in the works. These results suggest that our system can ade-
quately map lines to speakers, even with a large number of annotation targets. On the 
other hand, since more than half of the annotators hardly annotated anything, those an-
notations may not be helpful. 

 

 

Fig. 5. Number of annotations assigned to each annotator 
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5 Analysis of the Dataset 

5.1 Agreement Rate of the Annotations and Features of each Frame 

Table 1 shows the agreement of annotators’ ratings for each line on this dataset. The 

proportion of all annotators choosing the same character for one line was 71.1%. 
Table 2 shows the number and percentage of characters present with the target lines 

in the same frame. The presence or absence of a candidate speaker in the frame contain-
ing the line is also shown. The presence or absence of a candidate speaker in a frame is 
determined by whether or not the corresponding line and character are depicted within 
±50px of each frame. The candidate speaker was the character with the highest number 
of annotations and was judged on whether it was common to the character that appeared 
in the frame. 

The results showed that the percentage of choice, “Speaker does not exist in the 
frame,” was 30.0%. This result means that 30.0% of text lines do not appear with their 
speakers in the same frame. Therefore, the recognition system should find a speaker of 
a target text line for other frames or other pages. In addition, 34,497 cases (68.6%) of 
“One character is present in the frame” were classified as candidate speakers. On the 
other hand, 66,276 cases (84.8%) of “Two or more characters exist in the frame” were 
candidate speakers. This result indicates that if the number of characters per frame is low 
or zero, there are more opportunities to refer to other pages in the manga. 

Table 1. Results of annotation assignment 

 

Table 2. Number of characters and speaker candidates in each frame 
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5.2 Relationship between Perfect Match Rate and Number of Annotators 

In order to examine how many people should be assigned an annotation, we compare 

the percentage of the perfect match rate with the number of assignees. Here, the perfect 

match means that all of the annotators associate a target text line with the same speaker. 

Fig. 6 showed the percentage of the perfect match rate when the first N (N=1~6) 

annotators annotated each of the lines annotated by four or more annotators, five or 

more annotators, and six or more annotators. The horizontal axis of the figure indicates 

the situation in which the first N annotators (the first two annotators, the first three 

annotators, etc.) annotated the lines, and the vertical axis of the figure indicates the 

perfect match rate. The results show that the graphs are almost the same for all condi-

tions (4, 5, and 6 annotators) and that the perfect match rate gradually decreases as the 

number of annotators increases. 

 

 

 

 

 

 

 

 

 

Fig. 6. The perfect match rate of the Nth annotator 



8 

5.3 Evaluation Index and Results for Speaker Mapping 

In calculating the consistency for the mapping between the lines and the speaker, if 

everyone’s evaluation is a perfect match, then there is no problem. Still, the perfect 

match is not necessarily considered appropriate as an evaluation index. Even in situa-

tions where there is no match, if a certain line is annotated as two characters, it is still 

good; if it is annotated as three or four characters, the difficulty is considered much 

higher. 
We, therefore, introduce two indices: “Variation,” the number of speakers who were 

mistaken for a given line, and “Max_Match,” the maximum number of annotators who 
were matched for a given line. “Variation” is simply the number of speaker types anno-
tated for a given line, and “Max_Match” is the maximum value of the ratio calculated 
by dividing the number of annotators for each annotation target by the total number of 
annotators. For example, if a character A was annotated by eight annotators and charac-
ter B was annotated by two annotators for a given line, “Variation” is two and 
“Max_Match” is 0.8. In these items, only the annotations for characters appearing in the 
comic are included in the classification, and the items classified as narration, other, or 
unknown are eliminated from the evaluation. 

Next, we defined the following ECI (Evaluation Consistency Indicators) for the data 
in the above dataset (Equation (1)). 

𝐸𝐶𝐼 =
2 × Max_Match ×

1
Variation

Max_Match +
1

Variation

(1) 

The ECI is the harmonic mean of Max_Match and Variation and is an index that 
indicates the blurring of evaluations in annotation assignments. In this data, if the value 
of Max_Match is low and the value of Variation is high, it is considered that the differ-
ence in evaluation between people is large, and the value of this indicator becomes low. 
Therefore, if the value of the ECI is high, it is easy to annotate the line. In contrast, it is 
difficult to annotate the line if the value is low. 

Fig. 7 shows the average of the values of the ECI for each manga, derived from the 
values of the ECI for all the lines in Manga109. The result shows that there is no manga 
with a value of 1.0. On the other hand, no manga falls below 0.8. 

To confirm whether the ECI work effectively, two works (ARMS, Joouari) were 
selected, and the average of the values of the ECI on each page was calculated, as shown 
in Figs. 8 and 9. In these figures, the horizontal axis indicates the number of pages, and 
the vertical axis indicates the average of the ECI. From these graphs, it can be seen that 
the value of the ECI varies greatly from page to page. 
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Figs. 10 and 11 show some of the pages in Figs. 8 and 9, for which the value of the 
evaluation agreement index was less than 0.7. These results indicate that it is difficult 
for the annotator to match lines to speakers in battle scenes, dark scenes, and scenes 
involving spaceships with multiple passengers. 

 

Fig. 7. Distribution of ECI in each comic 

 

Fig. 8. Distribution of ECI in ARMS 

 

Fig. 9. Distribution of ECI in Joouari7 
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6 Discussion and Prospects 

As shown in Tables 1 and 2, the agreement rate for annotations was 71.1%, and the 

smaller the number of characters in the frame of the target lines, the lower the percent-

age of candidate speakers present. Therefore, it can be seen that variation in annotation 

occurs even in human judgment. The reason for the variation in annotation may be due 

to the fact that there are no speakers in the frame and the lines need to be referred to 

other frames. 

Fig. 6 shows that the perfect match rate decreased by about 10% when comparing 

the case with two annotators and the case with five annotators. This result indicates that 

the evaluation is not appropriate just because the speaker’s mapping to a line was the 

perfect match when there were two annotators. Specifically, the perfect match rate dif-

fers by 10% between the first two annotators and the first five annotators. Therefore, 

the appropriate number of annotators needs to be carefully considered. 

We defined ECI that were not based on the perfect match rate, and the average of 

the values of the ECI for each manga is shown in Fig. 7. The results show scenes in 

which the ECI are low in all manga, as there are no values close to 1.0 or 1.0. The ECI 

 

Fig. 10. Battle scenes and dark scenes are difficult to map. © Masaki Kato, ARMS 

 

Fig. 11. Battle scenes are difficult to map. © Masakazu Ooi, Joouari 
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tended to be particularly low in genres such as Science Fiction and Battle, and it was 

found that there were pages (scenes) with very low values, as shown in Figs. 8 and 9. 

In addition, it was often difficult to grasp the situation in these specific scenes, such as 

battle scenes and dark scenes, as shown in Figs. 10 and 11. In these scenes, the follow-

ing features were observed: the non-existence of characters or the existence of multiple 

characters in the frame, the existence of many expressions indicating internal speech or 

physical states in the lines, the non-existence of tails in the speech balloons, the tails 

not pointing toward the characters, and the non-existence of the speech balloons them-

selves. In summary, in constructing the speaker-line dataset, it is considered necessary 

to assign only one or two annotators to simple scenes that can be easily judged by any-

one and assign a large number of annotators to difficult scenes such as those in Figs. 10 

and 11, and to make decisions by a majority vote or other means. 
The automatic estimation of annotation difficulty will be studied and realized based 

on the dataset constructed in this study. Suppose the automatic estimation of annotation 
difficulty becomes possible. In that case, it is expected to be possible to allocate re-
sources as required and construct datasets effectively, for example, by microtask such 
scenes, by a single annotator for such scenes, by majority voting with a large number of 
annotator for such scenes and by using the judgment of skilled people for such scenes. 

7 Conclusion 

In this study, we proposed a dataset construction method to enable mapping lines and 
speakers in Manga109 to contribute to the study of the analysis and understanding of 
comics. Then, we developed a prototype system and constructed a dataset that mapped 
between text lines and speakers in the Manga109 dataset and distributed the dataset on 
the Web. Here, we constructed a huge dataset by 56 annotators to 749,856 annotations. 
We analyzed the dataset to determine the rate of annotation agreement, the presence or 
absence of candidate speakers, and how the perfect match rate changed when the number 
of annotators increased. Furthermore, we set the new ECI not based on the perfect match 
rate, and analyzed scenes in which it is difficult to estimate the speaker by using these 
indicators manually. As a result, we found that the ECI was lower in battle scenes and 
scenes in which it was difficult to grasp the state of the scene like dark scenes in genres 
such as Science Fiction and Battle. The characteristics of the frames and lines of dialog 
in these scenes were also clarified. 

In the future, we aim to contribute toward the automatic judgment of the speaker by 
clarifying the difficulty level of annotation for each line. We also plan to clarify differ-
ences in human evaluation and to consider methods for dynamically changing the num-
ber of annotations required by humans. 
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