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Abstract. Although web surveys are convenient and allow easy collection of a 
large number of survey responses, there is a significant issue that some people 
give non-earnest responses such as “nothing in particular” in open-ended 
questions because they want to cut corners. We aim to realize a questionnaire 
system that could improve a quality of web surveys to gather better responses 
from respondents. In this study, we focused on the order of open-ended 
questions in a survey. Then, we experimented using crowdsourcing to examine 
the effect of the order of open-ended questions on the non-earnest response rate. 
As a result of the experiment, we found that there were fewer non-earnest 
responses when the open-ended questions were presented firstly than when the 
open-ended questions were presented at last. 
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1 Introduction 

Web surveys are often used to collect responses on social research and services and to 
collect preliminary data for research purposes. Compared to paper-based surveys, web 
surveys can gather many answers, more easily. The number of people registering for 
crowdsourcing services is rapidly increasing because of easy participation and easy 
incomes. Researchers often use open-ended questions in surveys because they provide 
answers from various perspectives [1]. However, some respondents answer “nothing 
in particular” and “abcdefghij” in the open-ended questions and give non-earnest 
responses (abbreviated as NERs). Such NERs are influenced by the anonymous 
response format [2] and the ease of copying and pasting. These NERs in web surveys 
have become a problem. 

Our laboratory asked 20,000 people to participate in web surveys and web-based 
experiments using Yahoo! crowdsourcing [3] in 2020. In these surveys, many people 
responded even though they were not the survey’s target, and many answered 
“nothing in particular,” “I don’t know,” and “asdfasdf” in the open-ended questions, 
where all respondents must write their opinions. Therefore, it takes time and effort to 
determine and remove NERs from the analysis and to register the persons in the block 
list. In addition, this process reduces the number of responses for analysis. To solve 



2 

this problem of NERs, we aim to clarify how to reduce NERs and realize a system that 
offers suggestions for improving the ability of a web survey to gather quality 
responses. 

One of the reasons for NERs is that the respondents become bored with completing 
the task in the latter half of the survey. If they become bored, they may answer 
“nothing in particular” or “I don’t know” in the open-ended questions. Schmidt et al. 
[4] found that the later the open-ended questions were asked, the lower the number of 
interpretable responses. However, these studies have not shown that changing the 
position of the open-ended questions improves the quality of the responses or affects 
the response text. We thought that if people faced the open-ended questions at an early 
stage of a survey, they might answer the questions more seriously because they would 
not feel bored. In addition, people who are not the survey’s target would leave this 
survey quickly due to the presence of open-ended questions at an early stage. Then, 
researchers would be able to gather quality answers. 

In this study, we investigate the effect of the position of open-ended questions on 
the number of NERs, aiming to realize a system that offers suggestions for improving 
a web survey to gather better quality responses. In particular, we hypothesize that 
people would give better answers to open-ended questions when they encounter them 
early in the process rather than when they encounter them later. This hypothesis is 
because people are expected to gradually become bored. We compare the number of 
NERs and the response content between a study that asks the respondents to answer 
the open-ended questions first and a general type of study in which the respondents 
answer the open-ended questions last. 

The contributions of this paper are as follows. 

• We conducted an experimental test on the order of open-ended questions and 
clarified that the number of NERs (Non-Earnest Responses) was lower when the 
open-ended questions were asked first than when they were asked last. 

• We found that the instant respondents did not spend much time answering the 
open-ended question compared with the basic respondents. 

2 Related Work 

Various studies have been conducted on points to keep in mind when creating surveys. 
Regmi et al. [5] noted that there are many items to consider when planning an online 
survey, such as the simplicity of the questions, whether the survey is suitable for 
online implementation, and whether cultural and ethical considerations are taken into 
account. Tobias et al. [6] state that when designing a survey, it is necessary to 
consider not only the number and format of questions, but also how participants will 
respond to the survey design. Thus, it is believed that situation and response 
consideration are important when structuring the survey. 

There have been many studies on open-ended questions. Reja et al. [1] compared 
the responses to online surveys in both close-ended and open-ended questions and 
found more missing data in the open-ended questions than in the questions with a 
close-ended format. Zhou et al. [7] experimented using a survey containing two types 
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of questions: a single open-ended question and an open-ended question asking the 
respondents to give reasons for the selected question. More than 75% of the 
respondents did not answer either open-ended question. Holland et al. [8] investigated 
how the level of interest in a survey topic affects the responses. They found that 
people with a high level of interest in the case had a high quality of responses, while 
people with no or low interest had more non-responses to open-ended questions. Thus, 
it is difficult to obtain many good-quality answers to open-ended questions. 

There have been many studies on the order of responses. However, although it is 
said to be better to place questions that require time to answer, such as open-ended 
questions, in the latter half of the survey, placing them there may be disadvantageous. 
Galesic et al. [9] found that if a question was asked later, the respondents responded 
in a shorter time and with a shorter text. This study investigates the effect of placing 
open-ended questions, which are considered difficult to answer, early in the survey. 

There have been various studies on the relationship between the survey’s medium 
and the open-ended responses. Denscombe [10] conducted a survey containing four 
open-ended questions on the web and on paper. As a result, although there was no 
significant difference between the web and paper surveys in three of the four open-
ended descriptions, the responses in the web survey tended to be slightly longer than 
those in the paper survey. Rada et al. [11] conducted an online and paper survey for 
the citizens of Andalusia. The results showed that the online survey had fewer 
unanswered questions and more detailed responses to the open-ended questions. Sara 
et al. [12] compared the content of open-ended questions in email and paper surveys. 
They found that emails received more socially undesirable responses than paper, with 
longer responses and more information disclosed. These studies compared web-based 
and paper-based surveys and found that web-based surveys collected better responses. 
However, the relationships between the position of open-ended questions in the web 
survey and the quality of the answers were not clarified. 

3 Experiments 

3.1 Outline of the experiment 

The objective of this experiment is to investigate whether the number of NERs is 
affected by the position of the open-ended question in the web survey. 

This experiment divided participants into two groups. One group faced the open-
ended questions first (hereafter referred to as Group-FIRST). The other faced the 
open-ended questions last (referred to as Group-LAST). The survey for Group-FIRST 
first asked participants to answer open-ended questions (hereafter referred to as the 
open-ended questions phase). Then, it asked them to answer close-ended questions 
(hereafter referred to as the close-ended questions phase) and finally demographic 
information such as gender, age, and profession (hereafter referred to as the basic 
information phase) in that order (see Fig. 1). The order was reversed for Group-LAST 
(see Fig. 2). The order of the questions in each phase was the same: four questions in 
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the open-ended questions phase, nine questions in the close-ended questions phase, 
and four questions in the basic information phase. 

 
Fig. 1. Phase order for the group with the open-ended questions first (for Group-FIRST). 

 
Fig. 2. Phase order for the group with the open-ended questions last (for Group-LAST). 

The survey topic in this experiment was for people who had engaged in teleworking 
and working from home. The contents and order of the four questions in the open-
ended questions phase were as follows. The phrase “even if it is a trivial matter” was 
added to encourage the respondents to answer each question. 

• Q-a: What are the advantages of teleworking and working from home? 
• Q-b: What are the disadvantages of teleworking and working from home? 
• Q-c: What are the advantages of teleworking and working from home other than 

work (personal life, family, and so on)? 
• Q-d: What are the disadvantages of teleworking and working from home other than 

work (personal life, family, and so on)? 
Our experiment system displayed one question per page to control the order of 

answers. When a participant answered a question, the system showed the next 
question. 

We conducted this survey on Yahoo! Crowdsourcing [3] and Google Form with 
different responses to verify whether the order of the open-ended questions affected 
the quality of the responses. 

3.2 Experimental procedure 

We recruited 1,000 participants (500 males and 500 females) for this experiment. The 
experiment was conducted on Yahoo! Crowdsourcing [3], and the participants were 
divided into two groups by their gender to avoid gender variation. The start time of 
each request was 8:00 am. 

First, the system showed the flow of investigations and the precautions. Then, the 
system asked participants to check the checkboxes of each description after reading 
that description. The precautions indicated that the experiment was intended for 
people who had teleworked or worked from home and that they should not press the 
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back button or the reload button on their browsers. After that, the system randomly 
divided the participants into two groups, Group-FIRST and Group-LAST, and 
displayed the link to the Google Form for each group. The order of the survey phases 
was as indicated in either Fig. 1 or Fig. 2. The system showed a progress bar to let the 
participants know how many questions remained to complete the survey. When a 
participant completed the survey, the system presented a code at the end. As a reward, 
the participants received 10 Paypay-points (a popular point program in Japan), which 
was equivalent to 10 Japanese yen (0.08 US cents) after returning to the 
crowdsourcing screen and selecting the correct code. 

3.3 Results 

We obtained 1,101 responses (515 males, and 586 females) except for illegal 
responses in this survey. The reason for over 1000 responses was possible that some 
experiment participants answered the survey but did not return to the crowdsourcing 
screen to enter the code. 

In order to investigate the percentage of NERs in the survey, it is necessary to 
determine the criteria for NERs. Therefore, we asked two university students 
(evaluators) to classify the open-ended responses as earnest or not earnest. The 
classification standards for an NER are as follows. 

• It was not accompanied by an answer to the question. 
• Its meaning could not be captured by the answer itself. 

Note that NERs such as “nothing in particular” and “I do not know” were removed 
in advance. After the classifications, we evaluated the degree of agreement between 
the classifications using the Kappa coefficient. The results showed that the Kappa 
coefficient was 0.623, indicating a high agreement. Examples of NERs are as follows. 

• Q-a: A little easy. I don’t have beneficial to an own business, but a side business is 
email and phone calls, so it does not matter too much. 

• Q-b: I work in childcare, so telework is not a basic requirement. 
• Q-c: I can work from home. I’m single, so no relationship. 
• Q-d: Without distinction. Nothing really. Tiresome. 

We annotated each response as earnest or not earnest based on the evaluators’ 
classification. If their response classifications differed, we ourselves judged whether 
the response was earnest or not earnest. 

Fig. 3 shows the percentage of NERs for each open-ended question. This figure 
clarifies that the number of NERs was lower in Group-FIRST in all questions. We 
tested the difference in the proportions for each question and found significant 
differences for three questions (Q-a and Q-d: p < 0.01, Q-c: p < 0.05). In addition, the 
percentage of NERs increased sharply in the fourth question in both groups. 
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Fig. 3. Percentage of NERs in each question and group. 

Table 1 shows the average length of answers for each open-ended question. In this 
table, the results include NERs. The table shows that the answer length was longer for 
Group-LAST. In addition, the answer length was the longest for both groups in the 
second question. Still, the answer length gradually decreased, and the fourth answer 
was the shortest. 

In order to investigate whether the position of the open-ended questions affects the 
withdrawal rate of the survey, we calculated the withdrawal rate by dividing the 
number of surveys collected in Google Form by the number of people who accessed 
the survey system. The withdrawal rate for Group-FIRST was 23.7% and for Group-
LAST it was 23.9%. This result shows that the attrition rate is almost the same for 
Group-FIRST and Group-LAST. However, this dropout rate is inaccurate because 
Google Form does not know how many respondents completed and left the survey. 
We will develop our survey system and conduct an additional experiment to clarify 
this withdrawal rate. 

Table 1. The average length of answers (characters) in each question and group. 

 Q-a Q-b Q-c Q-d 
Group-FIRST (N=566) 13.2 13.5 12.5 10.8 
Group-LAST (N=535) 15.9 16.1 14.0 11.6 
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4 Additional Experiments Focused on Desertion Rate and 
Location 

4.1 Outline of the experiment 

This additional experiment aimed to clarify the disengagement point by the 
presentation timing of the open-ended question in the web survey. In order to clarify 
this, we implemented a new survey system that recorded participants’ behaviors, such 
as the answering time for each question and which questions they could not answer in 
the survey.  

In this experiment, we also divided participants into Group-FIRST and Group-
LAST. The number of questions in each phase was the same as in section 3, and the 
questions in the open-ended questions phase were highly independent of those in the 
close-ended questions phase. 

The survey topic in this additional experiment was for people who have a driver’s 
license. The contents and order of the four questions asked in the open-ended 
questions phase were as follows. 

• Q-e: Please tell us what you mainly drive for. If you do not usually drive, please 
tell us why you decided to get a driver’s license. 

• Q-f: Please describe the characteristics of the roads you mainly drive on. If you 
don’t usually drive, please tell us what kind of roads are around your house. 

• Q-g: If you are not good at driving, please tell us what aspects of driving are 
difficult for you or why you are not confident in driving. If you are confident in 
driving, please answer why you are so. 

• Q-h: Please tell us what you pay attention to when you drive. If you do not usually 
drive, please answer what you were careful about when you got your driver’s 
license. It can be something trivial. 

 
Our experiment system displays one question per page to control the order of 

answers. When a participant answers a question, the system shows the next question. 

4.2 Experimental procedure 

We recruited 1,000 participants (500 males and 500 females) for this additional 
experiment, as in section 3. The requests were divided into those for males only and 
those for females only on Yahoo! Crowdsourcing [3]. 

In this additional experiment, the survey recorded the start time when a participant 
finished reading the explanation and proceeded to the next page. The order of the 
surveys was either Fig. 1 or Fig. 2. The system displayed the number of questions. 
After completing the survey, the system displayed a common code and ID. The 
participant was rewarded by money after returning to the crowdsourcing page, 
correctly selecting the code, and entering the ID. 
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4.3 Results 

The number of participants who correctly entered their IDs was 979 (493 males and 
486 females). We used them for the analysis of this experiment. 

We also asked two university students (evaluators) to classify the open-ended 
responses as earnest or not earnest. The criteria for the classification of NERs were 
the same as in section 3. The Kappa coefficient of the agreement was 0.75, indicating 
that the classifications were almost identical. Examples of NERs were as follows. 

• Q-e: Because it is necessary. Because it’s better to have it. 
• Q-f: Ordinary Roads. Public roads. 
• Q-g: I want to drive at my own pace. I just drive with caution. 
• Q-h: I don’t usually drive. It was interesting. 

We annotated each response as earnest or not earnest based on the evaluators’ 
classification. If their response classifications differed, we ourselves judged whether 
the response was earnest or not earnest.  

Fig.4 shows the percentage of NERs for each question. In all questions, the number 
of NERs in Group-FIRST was lower than in Group-LAST. We tested the difference 
in the proportions for each question and found a significant difference in Q-e and Q-h 
(Q-e: p < 0.01, Q-h: p < 0.05). In the present experiment in section 3, the percentage 
of NERs increased greatly for the last open-ended question (Q-d). However, in this 
experiment, the number of NERs did not increase for the last open-ended question (Q-
h). 

 
Fig. 4. Percentage of NERs in each question and group in the additional experience. 
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Table 2 shows the average length of answers, including the NERs, for each group 
and question. The answer length is longer in Group-LAST than in Group-FIRST in 
every question. 

Table 2. The average length of answers in each question and group in the additional experience 
(characters). 

 Q-e Q-f Q-g Q-h 
Group-FIRST (N=484) 12.7 10.6 18.5 15.4 
Group-LAST (N=502) 14.0 11.6 20.1 16.8 

The number of people who accessed the URL to this survey was 1,757 (883 for 
Group-FIRST and 874 for Group-LAST), and the number of participants who 
correctly entered their IDs was 979. This means that 778 people dropped out of this 
survey. Fig. 5 shows the withdrawal rate for each question. The figure shows that the 
withdrawal rate of Group-FIRST increased from Q1 to Q4. On the other hand, in 
Group-LAST, there were few dropouts, and most of the respondents answered all 
questions. 

 
Fig. 5. Withdrawal rate per question in each question and group. 

5 Discussion 

5.1 Comparing two groups based on several features 

In the two experiments, the number of NERs was lower in Group-FIRST for all 
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quality of the responses. This result might have occurred because those in Group-
FIRST did not feel bored answering the open-ended questions, but those in Group-
LAST did feel bored answering these questions. 

For both experiments, the trend differed only for the fourth open-ended question. 
Here, in the experiment in section 3, all four open-ended questions were similar in 
that they asked about advantages and disadvantages. So, it is possible that the fourth 
question caused boredom. On the other hand, in the additional experiment in section 4, 
the fourth question was not similar to the other three questions. So, it is possible that 
the difficulty of the questions was low. These findings suggest that asking similar 
open-ended questions may increase the number of NERs. In particular, open-ended 
questions that ask for the reason for the selected answer may increase the number of 
NERs. 

In both experiments, the average length of answers was shorter for Group-FIRST. 
This may have been because the participants in Group-LAST answered the close-
ended questions before the open-ended questions phase in detail, which made it easier 
for them to answer the open-ended questions, leading to an increase in the length of 
answers. On the other hand, although the participants in Group-FIRST did not feel 
bored, they answered the open-ended questions phase without answering the close-
ended questions, which may have made it difficult for them to answer in detail. 

To sum up, Group-FIRST had a lower percentage of NERs but a shorter length of 
answers, while Group-LAST had a higher number of NERs but a longer length of 
answers. This suggests a trade-off relation between the percentage of NERs and the 
answer length, depending on the position of the open-ended questions. 

In the additional experiment, when analyzing at which point the respondents 
dropped out of the survey (Fig. 5), the results show that in Group-FIRST, a certain 
number of participants left the survey at the open-ended questions from Q1 to Q4. In 
Group-LAST, almost no participants left the survey in the middle. This suggests that 
some people left the survey because they thought it was troublesome due to the open-
ended questions coming first. In addition, since the percentage of NERs was also 
small, it is highly likely that we could exclude from the survey people trying to 
answer it frivolously or who were trying to answer it even though they were not the 
target of the survey. 

5.2 Comparison by survey start time 

The survey start time was adjusted to 8:00 am, although the dates answered were 
different by the gender. Therefore, we compared the percentages of NERs in the 
open-ended questions of those who accessed the website within 10 minutes of the 
start of the survey (hereafter referred to as instant respondents) and in the open-ended 
questions of those who accessed the website more than 10 minutes after the beginning 
of the survey (hereafter referred to as basic respondents) (see Fig. 6). The numbers for 
each group and the results are shown in Table 3. 
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Fig. 6. Response time and the classification name of the respondent. 

The table shows that NERs were lower for all questions in Group-FIRST and basic 
respondents. We conducted a chi-square test and found a significant difference (p < 
0.05). 

The comparison of the average length of answers is shown in Table 4. The results 
show that basic respondents gave longer responses in both groups than instant 
respondents. 

Table 3. Percentage of NERs by survey start time (%). 

 Q-e Q-f Q-g Q-h 
Group-FIRST and instant respondents (N=256) 2.3 5.5 12.1 5.1 
Group-FIRST and basic respondents (N=221) 0.5 5.4 10.9 2.7 
Group-LAST and instant respondents (N=239) 3.8 8.0 13.4 6.7 
Group-LAST and basic respondents (N=263) 5.3 8.4 12.6 7.6 

Table 4. The average length of answers by survey start time (characters). 

 Q-e Q-f Q-g Q-h Total 
Group-FIRST and instant respondents (N=256) 12.2 9.9 16.6 14.3 53.0 
Group-FIRST and basic respondents (N=221) 13.3 11.5 20.6 16.8 62.2 
Group-LAST and instant respondents (N=239) 14.2 11.2 18.4 15.8 59.6 
Group-LAST and basic respondents (N=263) 13.8 12.1 21.7 17.6 65.2 
 

Tables 5, 6, and Fig. 7 show the response time of each open-ended question in each 
group and respondent type. The two tables show that basic respondents took longer to 
complete all open-ended questions than instant respondents in both groups. Fig. 7 also 
shows that the completion time of the survey tended to be longer for basic 
respondents than for instant respondents, regardless of whether they were in Group-
FIRST or Group-LAST. 

These results suggest that open-ended surveys of basic respondents are valid for 
analysis, and Group-FIRST is especially valid. Suppose that the order of the questions 
does not affect the content of the responses. In that case, it can be expected that 
dynamically changing the survey, for example, by presenting the free text first for 
respondents who accessed the site after 10 minutes, would be effective. The number 
of NERs was highest for Group-LAST and basic respondents. This result suggests 
that Group-LAST and basic respondents may be more likely to give not earnest or 
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inaccurate responses. In addition, those who completed the survey in a short period of 
time might focus on getting rewarded and trying to finish it quickly. 

Table 5. Open-ended questions response time for Group-FIRST (seconds). 

 Introduction 
+Q1 (Q-e) Q2 (Q-f) Q3 (Q-g) Q4 (Q-h) 

Instant respondents 
(N=256) 68.0 38.9 47.7 38.6 

Basic respondents 
(N=221) 69.0 44.9 58.9 47.2 

Table 6. Open-ended questions response time for Group-LAST (seconds). 

 Q14 (Q-e) Q15 (Q-f) Q16 (Q-g) Q17 (Q-h) 
Instant respondents 
(N=239) 35.9 41.6 50.5 39.5 

Basic respondents 
(N=263) 40.6 43.1 61.6 48.4 

 

 
Fig. 7. Cumulative response time for each time period when the survey was accessed. 
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6 Conclusion 

This study examined the relationship between NERs and the order of questions in 
open-ended questions in a web survey. We experimented by dividing participants into 
two groups, Group-FIRST and Group-LAST, based on the hypothesis that people 
would give better answers to open-ended questions when they encountered them early 
in the process compared to when they encountered them late in the process. 

As a result of the experiment, we found a trade-off relationship between the 
number of NERs and the length of answers. In Group-FIRST, the number of NERs 
decreased. However, the length of answers also decreased, while in Group-LAST the 
number of NERs increased, but the length of answers increased too. In addition, it 
was suggested that placing the open-ended questions at the beginning would cause a 
certain number of people to leave the survey. Furthermore, we analyzed the 
percentage of NERs of those who accessed the website. We found that the NERs, the 
length of answers, and the response time were greatly affected by whether the 
respondent answered the survey within or after 10 minutes. 

Before conducting the survey this time, the procedure and precautions were 
presented. However, the length of the explanatory text and the checkboxes that 
prevented people from skipping over the text may have significantly affected the 
response rate for the first question. In future experiments, we plan to use a system that 
starts the survey immediately after accessing the site, without setting up a page of 
instructions and precautions. Also, in the additional experiment, the response time of 
the first question was not accurate because it was obtained from the time when the 
website was accessed, not when the question was presented. We plan to experiment 
again to get the exact time. In addition, since it may not be appropriate to categorize 
the responses into only two types: earnest response and NERs, it is necessary to 
examine the method of classifying the responses. 
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