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Abstract

In reading manga, it is common to look back at the storyline when following a serialized work. Although there are services that
assist comic re-reading through quizzes, searching for specific parts related to the quiz takes a lot of time and complicates the
review process. Therefore, in this study, we examined whether it is possible to estimate the scenes related to the quiz based on the
quiz questions, answers, and manga-specific features. To achieve this, we extracted key elements from the comic and proposed
two estimation methods: a word-based CS method and a context-based GPT method. Furthermore, we discussed extractable and
difficult-to-estimate scenes in comics. The results showed that the pages containing the answers could be estimated with a
probability of 66.7%. Pages containing specific keywords or events were easier to estimate, while those requiring an understanding
of the comic’s overall time series and context were more difficult to estimate. In addition, since the accuracy varied greatly
depending on the presence or absence of the answer text, it can be considered that the content as close as possible to the topic of
the quiz can be estimated if important keywords such as the answer text are included.
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1. Introduction

In Japanese serials, comics are updated on a weekly or monthly basis, and some works continue to be serialized for
hundreds of episodes or dozens of volumes. Therefore, it is difficult to find a specific scene when we want to look
back at the previous episodes. Although some of the past stories are summarized on the Internet or SNS, you may face
spoilers for parts of the story that you have not yet read. Some studies have tried to improve the understanding of
stories and characters by automatically constructing character relationship diagrams [1][2]. Although these can be
used to look back and improve understanding of the content, they also increase the burden on the reader when reading.

Thus, we proposed a method called “ComiQA” (https://comiqga.com) that enables users to remember the content of
a comic by creating quizzes and answering them, and they can share the quizzes with others. Before the user reads the
newest volume of a comic, he/she can easily recollect the content of its previous volume by trying to answer these
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quizzes. Currently, there are a total of 1,460 quizzes from 696 comics registered (as of April 25, 2024). If the user
cannot answer a question on a quiz, he/she can re-read that part of the comic. However, it is not easy for them to find
the specific page. This problem occurs not only when answering questions on ComiQA, but also when trying to recall
or locate scenes you want to remember or refer to within the comic.

To solve this problem, we propose a method for finding pages from quiz questions and answers. We investigate a
method used to help in reading and re-reading a comic by finding relevant scenes from the questions and answers of
a quiz on the comic using “ComiQA,” while also considering the elements of comics.

2. Related Work

To utilize the elements of comics, it is necessary to extract the elements from comic images and make use of them.
This section refers to research on the technical aspects of comic elements and research that is being carried out on
their utilization.

There are various studies that attempt to extract elements in comics, such as panels and lines, using image
recognition. Nguyen et al. [4] reviewed the definition of panels in comics and proposed a method for extracting panels.
Chu et al. [5] proposed a method for character face recognition, and Tolle et al. [6] proposed a method for highly
accurate recognition of lines. In these studies, recognition was performed using comic images and information on text,
and it can be said that simpler and more accurate methods are being established. In addition, as a study utilizing
elements of comics, Chen et al. [7] proposed an algorithm for understanding multilingual 4-frame comics. Park et al.
[8] analyzed the characteristics of comic characters to realize a comic retrieval system using comic characters. Nguyen
et al. [9] proposed a Comic MTL model that learns multiple tasks and analyzes the relationship between speech
balloons and lines. These studies are necessary to develop systems that take into account the content of comics, and
one of the methods for understanding comics is to use LLM. Vivoli et al. [10] introduced the Multimodal-LLM
architecture for the Text-Cloze Task and achieved almost the same accuracy as BLIP with one-fifth of the parameters
by using adaptive learning. Guo et al. [11] also proposed a Multimodal Manga Complement (M2C) task that combines
visual features and text, showing that it can effectively solve problems such as missing pages and text degradation.

Research is conducted to support understanding and reflection on the content of a work. For instance, studies
include the automatic construction of character relationship diagrams for comics [1] and the creation of character
networks in literary texts [2], and Matsui et al [3] proposed an image retrieval system for comics using sketches. These
studies have enabled visual networks to deepen understanding of the work’s content and retrieve the content from
vague information. However, research and services on methods to easily reflect on comic stories or specific scenes
have not yet been fully researched.

Considering these factors, the present study focuses on quizzes on comics. Quizzes on “ComiQA” are composed
of keywords and vague sentences. Also, it is possible to construct a dataset in a format suitable for estimation, in
which pages with the correct answers can be registered. The estimation of comic scenes from keywords or limited
information for contents consisting of images and text is a theme close to the field of video-scene retrieval. Various
studies have been conducted on video-scene retrieval. Zachariah et al. [12] proposed a video retrieval system QIK+
that effectively captures scene order and object relationships using natural language processing and scene captions,
and showed high accuracy on the MSR-VTT dataset. Baraldi et al. [13] proposed a video retrieval system that divides
videos into coherent scenes and provides visually appealing thumbnails for queries. Qi et al. [14] also proposed an
online cross-modal scene retrieval framework for image and text data, optimized for streaming data. However, few
studies have been conducted on content such as comics. Therefore, this study estimates the pages containing the
answers to the quiz on comics. We then contribute to research on retrieving comic scenes from vague information and
supporting comic recall.

3. Quiz Dataset

In ComiQA, there are many quizzes, but there is a tendency for many of the quizzes to be created for the latter half
of a volume. In addition, the number of quizzes is not enough to check the accuracy of estimating certain pages. For
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this reason, we recruited collaborators to increase the number of quizzes on pages of comic books for evaluation
experiments with ComiQA. Then, we used the quizzes’ questions, answers, and related pages in ComiQA as a quiz
dataset.

The quizzes to be used in the experiment should not require any prerequisite knowledge, and the content should be
easily recognizable from within the volume. In addition, quizzes that are too simple in content or have little relevance
to an episode (e.g., “What is the full name of Q. __ ?”) are not appropriate for estimating the corresponding page.
Therefore, it is preferable that the target comics can be read without prerequisite knowledge and are relatively complex
in content.

Based on the above, we selected sports-related comics because of the large number of characters and because they
are often set in schools. The target comics were limited to the first volume, as this would not require any prerequisite
knowledge, and had at least nine characters appearing in the first volume. The selected sports-related comics are as
follows.

Farewell, My Dear Cramer

Aoashi

Haikyu!!

Asahinagu

The Prince of Tennis

Sokyu Boys

Tokyo Toy Boxies

Days

We asked the collaborators to create three quizzes for each of the eight comics, one quiz each from the beginning,
middle, and end of the story (three quizzes in total), based on the information in the volume, and told them that they
were free to create the quizzes (question, answer, and its page number) while looking back at the comic.

Five collaborators, three men and two women, who read comics on a daily basis were selected to participate in the
construction of the dataset. They registered three quizzes for each of the eight comics, resulting in a total of 120
quizzes. After that, we modified the page number if the registered page number was mistaken. In this study, a total of
138 quizzes, including already created quizzes, were used to estimate the corresponding page.

Fig. 1 shows the number of quiz pages and the number of quizzes created for each comic. The horizontal axis
shows the percentage of the total number of pages in the comics. The results show that quizzes were created from all
page sections except for the very beginning, indicating a relatively even distribution of quizzes from the beginning to
the end of the comics.
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Distribution of Quizzes per Page

Fig. 1. Number of quizzes created per page
(the horizontal axis shows where the quizzes were created as a percentage of the total pages).
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4. Estimation from Quiz Using Comic Elements
4.1. Selection of Comic Elements

Comics are composed of text and images, and the way that they are depicted varies greatly depending on the genre
and characteristics of the work. Therefore, it is important to obtain information from both the text and images. In
addition, when creating a quiz, it is important to answer questions related to “What,” such as “Whatdid _ do here?”
and “Who did __ ?”, and in both cases, the information about the characters and their actions is considered to be a
clue.

On the basis of these considerations, we treat information from the lines, images, and characters in the comic as
particularly important elements in finding the answers to quiz questions. Specifically, line information refers to all
textual information in the comic, such as lines in and out of speech balloons and narration. As for information obtained
from images, each panel in a comic is treated as an image that represents some action or situation, and the content
occurring in the image is treated as text information. Character information includes the names of the characters and
where they appear on each page. For each page, the number of times each character appears is extracted, and then the
page information and character names are obtained.

4.2. Extraction of Comic Elements

For this paper, we used mokoro [15], which can detect and recognize text information with OCR technology, to
extract lines in a comic. In addition, we used BLIP [16], which provides trained models as a VLP framework to extract
descriptions from frames. Then, we automatically translated the extracted descriptions from English to Japanese for
processing when page estimation was performed in Japanese. Additionally, we used the comic-panel-detectors API of
Roboflow [17] to detect the frame area. Here, to ensure accurate frame extraction, we adjusted parameters and
manually eliminated some false positives.

We manually annotated the number of appearances of each character. The number of appearances was collected
on a page-by-page basis. For the collection, we treated characters that met the following definitions as appearing
characters.

o The character talks at least once.

e The character’s name (full name, family name, or first name) appears in the work.
e The character is called by name in a line.

o The character’s face is clearly depicted in the scene.

4.3. Estimation Method

The quiz questions and answers created in a comic may include various keywords such as events in the story and
characters appearing in the story. Therefore, in this study, we propose two methods: the “CS method (Cosine Similarity
method)”, which is based on word estimation, and the “GPT method”, which is based on content understanding.

The “CS method” determined the similarity between sentences by calculating the TFIDF values of words from the
quiz sentences and text information obtained from the comic, and then calculating the cosine similarity from the
TFIDF values. Specifically, a morphological analysis is performed on the elemental information in the comic, obtained
for each page, the similarity between these elements and the quiz question text and its answer is calculated, and the
page with the highest cosine similarity among all pages is estimated as the answer. The elements used were as follows.
e Quiz question.

Quiz answer.

Line information in the comic (feature-lines).

Text information with image description for each panel (feature-image).
Whether or not each character appears on each page (feature-appearing).
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Table 1. Prompts used to estimate page for quiz and answer. In this example, quiz is “what is Hinata’s weapon that
Kageyama is killing by his toss?,” answer is “swiftness,” and its correct page number is 184.

Prompt Example of output results

Estimate from which page of the comic the Estimate page number is “184”.
following quiz (Question,Answer) was created. Note

. Reason for selection:
that the contents of the comic should refer to the

In the question text, the keyword “swiftness” is present, and the
content of page 184 includes the phrase “fast attack” and the
keyword “swiftness”. These are elements that indicate Hinata’s

information in JSON format shown below.
{explanation of the JSON structure}. If the same

character is described more than once, it means that speed and may refer to the “weapon” feature in question. They are

also consistent with the fact that Kageyama’s tosses do not take
advantage of Hinata’s “swiftness,” i.e., they are described as
“killing it.” Therefore, we presume that this page is the source of

information regarding the quiz in question.

the character appears in multiple frames. In the
output, please describe the estimated “page number”
and the “reason for selecting” for that page. The
following is JSON data.

Candidates for each page were extracted from the quiz sentences (question + answer), line information, image
description sentences, and whether each character appears or not. Morphological analysis was performed after
concatenating the quiz sentences and answers, as well as other elements in the comic. Since most of the quiz answers
were words only, such as keywords, the weight of the words related to the answers was increased. For character
information, the name of the character has been added as text information when the character appears on the page.

The “GPT method” is the same up to the process of calculating the cosine similarity, but differs in the estimation
of the answer from the cosine similarities on each page. The method extracts the top five pages with the highest cosine
similarity and inputs the comic text elements contained in those pages to the GPT-4 Turbo API [18], which then
estimates one answer page based on the context of the text. In summary, the two methods in this study are as follows.
e CS method: A method for estimating the page with the highest cosine similarity value between the quiz sentences

and each page of the comic.

e GPT method: A method in which GPT estimates the most likely page from the top five pages with the highest
cosine similarity between the quiz sentences and each page of the comic.

The information and prompts entered during estimation are as follows (Table 1). Note that the prompts and output
at the time of estimation were in Japanese, and the sentences shown in Table 1 are translations of them into English.
It should be noted that the JSON data referenced in the prompt contains the dialogue text, caption generation text and
appearing character names extracted in section 4.2, each stored as an object with the number of pages as the key.

4.4. Estimation Results

Table 2 shows the accuracy of estimating the pages on which the quizzes were created. Note that considering that
each comic quiz was created based on a single scene across multiple pages, we treated the four pages before and after
the answer (two-page spread) as correct even if they were included. Each row shows the accuracy with which the CS
method and the GPT method were able to uniquely estimate the answer page. The results show that the GPT estimation
resulted in an accuracy of 66.7%. However, in the GPT method, there were cases where the top five pages in cosine
similarity did not contain the answer. Therefore, we derived the accuracy that GPT can estimate when limited to the
situation where there is an answer among the five choices, which resulted in an accuracy of 83.3%.

Table 3 shows the results for different comic elements. Each row shows the type of elements used, and percentages
are shown when all elements are used, when one element is excluded from the estimation, and when only lines are
used. It can be seen that the estimation was less accurate when other factors were missing. Table 4 shows the accuracy
of the estimated pages based only on the question text, without the answers to the quiz sentences. It can be seen that
the answer text in the quiz has a significant impact on the accuracy of the estimation.
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Table 2. Results of quiz estimation. Estimation using GPT method is a method that estimates the first candidate from
the top five candidate pages of cosine similarity.

Estimation method Accuracy
CS method 55.1%
GPT method 66.7%

Table 3. Comparison of accuracy among comic elements used for estimation.

Used feature
CS method GPT method
lines image appearing
v v v 55.1% 66.7%
v v 52.8% 60.3%
v v 50.0% 65.3%
v 53.6% 62.0%

Table 4. Accuracy for situations where only information used for estimation is quiz question text.

Quiz sentences used for estimation Accuracy
Question and Answer 66.7%
Only question 44.2%

5. Discussion and Prospects

According to Table 2, the GPT method had an estimation accuracy of 66.7%, which is higher than that of the CS
method. Also, the 83.3% accuracy of GPT when excluding cases where the answer was not included in the answer
choices shows that the judgments made by GPT are quite accurate. This may be due to the fact that the combination
of estimation by GPT make it possible to understand contexts that cannot be judged only by cosine similarity. Table
3 shows the estimation accuracy under different conditions for different comic elements using the estimation, and it
can be seen that removing other elements decreases the accuracy. Therefore, information from comic lines, images,
and characters are all important factors in making inferences from quiz text. However, since the degree of accuracy
loss will vary depending on the elements removed, it is necessary to consider how to combine these multimodal pieces
of information. Table 4 also shows a comparison of the quiz text input for estimation when both the quiz question and
answer are used and when only the question text is used, indicating that the estimation accuracy is very low (44.2%)
when no answer is provided. This may be due to the fact that quiz answers often contain important keywords or
sentences that explain the situation of the answer page scene.

Next, we provide the characteristics of quizzes that can and cannot be estimated and discuss them with examples.
For quiz estimation, it is important to consider the entire story as a scene that was related to the quiz other than the
answer page. Therefore, Table 3 shows the distribution of cosine similarity, which indicates the degree of relationship
between each of the quizzes, on a page-by-page basis. Three patterns of quizzes that can and cannot be estimated are
shown here: the distribution of quizzes that could be estimated (Fig. 2 top), the distribution with some quizzes that
could be estimated (Fig. 2 middle), and the distribution of quizzes that could not be estimated (Fig. 2 bottom). The
blue vertical dotted line in the graph is the page estimated by the GPT method, and the red vertical dotted line is the
answer page. First, as a common pattern among the quizzes that we were able to estimate, the top graph in Fig. 2
shows the highest peak at the point where the quiz was created, and the peaks appear frequently thereafter, though not
as frequently as at the point where the quiz was created. In this example, the question was “Who is the new coach?”



Author name / Procedia Computer Science 00 (2024) 000—-000 7

Cosine Value
o
I
3

h
0 8 16 24 32 40 48 56 64 72 80 88 96 104 112 120 128 136 144 152 160 168 176 184 192 200 208 216 224 232 240 248 256
page

o
b

Cosine Value
°
N
S

o L

0 8 16 24 32 40 48 56 64 72 80 88 96 104 112 120 128 136 144 152 160 168 176 184 192 200 208 216 224 232 240 248 256
page

Cosine Value
°
N
S

0 8 16 24 32 40 48 56 64 72 80 88 96 104 112 120 128 136 144 152 160 168 176 184 192 200 208 216 224 232 240 248 256
Page

Fig. 2. Cosine similarity distribution and selected pages
(blue vertical dotted line is selected page, red vertical dotted line is answer page).

and the answer was the name of the character. Therefore, the peaks appeared when the character appeared, with the
highest peaks appearing on the pages that introduced the character at the time of her first appearance and on the pages
where the character was the main topic. The graph in the middle of Fig. 2 shows a pattern in which the graph peaks
locally on pages where certain keywords appear. In this graph, the quiz “What does Kageyama Tobio’s nickname,
‘King on the Court,” mean? (Haikyu!!)” has a peak at the scene where the name of the character mentioned in the quiz
and his nickname appear. In this example, the GPT method estimated the highest non-peak scene as the answer page,
but other quizzes with similar graph patterns sometimes estimated it correctly. The estimation process of the GPT
method will be discussed later. The graph at the bottom of Fig. 2 is an example of a pattern that was common in non-
estimated quizzes with an average high value of cosine similarity and a large number of candidate pages. This graph
is an example where the answer page is one of the peaks but not the highest in cosine similarity. The question in this
example was “Who scored the goal at the end of the game in a 7-on-7 mini-game in the first round of Tokyo City
Esperion’s Youth Entrance Test? (Aoashi),” and many pages of the scene where the football game was being played
appeared as peaks, with many candidates before and after the answer page. Therefore, estimating quizzes for which
the answer is at the beginning peak (top of Fig. 2) is easy, but estimating quizzes for which the answer is at the end of
the peak or for which there is a peak before and after the answer (bottom of Fig. 2) may be more difficult. We analyzed
the selected pages in quizzes that were not selected correctly and estimated that 74.4% of the quizzes selected the
scene before the actual answer page as the answer. This suggests the difficulty of having the middle or end of the page
as the answer among the answer candidates. In these non-estimable quizzes, we show an example of a GPT method
that includes an output of reasons for estimation.

In the example in Table 5 (No. 1), “What does Kageyama Tobio’s nickname, ‘King on the Court,” mean? (Haikyu!!)”
which is the same quiz introduced in the middle of Fig. 2, the conversation about the rumor of the nickname in the
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Table 5. Examples of output results and specific situations when incorrect estimation is performed using GPT method.

Output results Scene from estimated page. Scene from answer page.
No.l | The estimated page number is “24.” The — ~77
reason for the selection is that a line that g: w7 7
appears on page 24 includes the origin of the é: | 7D e {!
[\ 1\
TR

name “king” and the part where it is
expressed as “The king is bad, in addition to
violent tossing and turning, blocking and
serving, where is the tyrant’s opponent?”
This expression is consistent with the answer
to the quiz, “Because he is self-centered and
a tyrannical dictator,” which is why

e

ST
<o MRS

Scene where origin of rumor is
revealed. © Haruichi Furudate,

Kageyama is called “king on the court,” so Haikyu!!.
we determined that this page is the source of Scene from earlier talking about
the quiz. Kageyama Tobio rumor. © Haruichi

Furudate, Haikyu!!.

No.2 | The estimated page is “134”. The reason for
the selection is as follows. The text on this
page includes the keyword Samkichi, “These
are the six Samkichi majors, but...” and the
expression “of the three” can also be found
on this page. This is in line with the quiz
question, “Who is going to participate in the
Samkichi Koshien?”, which is strongly
related to the quiz question, “ Who got to

Discussing players for tournament. ©
Takahiro Ozawa, Asako Seo, Tokyo

participate in Samukichi Koshien?”” The Toy Boxies.

names “Azumino Ren,” “Kanzaki £

Shinpaku,” and “Seoyoung” also appear for Scene in which players who will
the respective characters, which leads us to participate in tournament are
presume that this page is closely related to determined. © Takahiro Ozawa,
the quiz answer. Asako Seo, Tokyo Toy Boxies.

early part of the story was estimated. However, the correct answer is “a self-centered king, a tyrannical dictator,” and
the scene is an explanation of the origin of the rumor of ‘King on the Court’. This may be due to the fact that the
words “Kageyama Tobio” and “king on the court” are common elements on the estimation page and the answer page,
and the difference between the two was not understood in context. In Table 5 (No. 2), a scene in which the characters
were discussing who to choose was estimated for the quiz “Who was selected to compete in the ‘Samkichi Koshien’?”.
However, the answer page was the final scene where the protagonist called three players to be confirmed. Since they
are topics that are mentioned at key points in the story, and quizzes that correspond to situations where content that
appeared early in the story is explained or revealed in later pages, it is important to understand the context of these
quizzes as a story. However, the method used in this study was word-based candidate selection and estimation based
on context from those candidates. This remains a challenge for quiz page estimation when time-series processing and
relationships with other pages have to be taken into account.

In the estimation of this study, we had the constraint that it was the first volume of a sports comic. Therefore, some
of the quizzes included questions such as “Who was appointed as the new director?”” or the result of a game score.
These are quizzes about characters that tend to be created in the first volume of comics, and quizzes about the results
of games, which are unique to sports comics. Thus, quizzes created in other genres are likely to vary in type and
difficulty. Furthermore, for cases in which the quizzes are created for volumes later than the first volume, it is
necessary to consider the definition of the characters and the flow of the story, and it is conceivable that the present
restriction would not be valid. Nevertheless, we expect that the estimation can be performed in a generic way as long
as it contains enough keywords necessary and sufficient for the content related to the story.

As an overall discussion, there are still challenges in understanding the overall flow of the story and selecting the
correct page. In addition, as shown in Table 4, the accuracy of the estimation is greatly reduced without the text of the
answers. Nevertheless, if answer sentences are included, we consider it possible to estimate content that is as close as
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possible to the topics mentioned in a quiz. In the next step, we plan to investigate whether estimation can be performed
from vague sentences other than those in quiz format and from query-type keywords such as those used in searches,
and we will propose methods that will lead to comic memory support.

6. Conclusion

In this study, we utilized a quiz-based comic reflection service to extend the quiz dataset and estimated scenes
related to quizzes from the quiz questions and answers. To do this, we extracted multiple elements from the comic.
Then, we proposed two estimation methods and investigated the accuracy of the “CS method” and the “GPT method”.
The results showed that the estimation accuracy of the CS method was 55.1% and that of the GPT method was 66.7%.
It was also estimated that scenes containing specific keywords or events were easy to estimate as quiz features, while
answers that require an understanding of the chronological sequence or the context of the entire comic were difficult
to estimate. In addition, the estimation accuracy varied greatly depending on the presence or absence of the answer
text, suggesting that if important keywords such as the answer text were included, the content could have been
estimated as close as possible to the topic described in the quiz.

In the future, we will examine whether estimation is possible from vague sentences other than quiz-style sentences
and query-type keywords such as search. On the basis of this method, we plan to propose other methods that support
searches for reflection on comics.
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